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 Model averaging
• Infrequent synchronization
• Performance loss

 Gradient averaging
• Guaranteed convergence
• Heavy communication

Global Perspective: Model vs. Weight Averaging
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 Homomorphic encryption
• Rivest-Shamir-Adleman (RSA)
• Prime factorization

 Differential privacy
• 𝑓𝑓 = 𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 + 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚)
• Performance vs. privacy

Privacy Concerns

https://www.clickssl.net/blog/what-is-rsa



 Collaborative Learning 𝑓𝑓: 𝑋𝑋 → 𝑌𝑌

Federated Learning: Set-up
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Horizontal Federation: Algorithm

Communication-Efficient Learning of Deep Networks from Decentralized Data, McMahan B. et al



 Neural Networks

 Gradient Boosting Regression Trees

 Random Forest

Horizontal Federation: Methods
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Vertical Federation: Algorithm

Algorithm for Linear Regression

Federated Learning, Yang Q. et al.



 Linear Regression

 Kernel Machines

 Neural Networks

Vertical Federation: Methods
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Hierarchical Federation
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Federated Learning: Challenges

When to apply? Server bottleneck Distribution shift

Market design & 
data valuation

Communication 
frequency & loss

Client A
Client B

Privacy consideration
& unlearning

Presenter-Notizen
Präsentationsnotizen
ML 



 Graph Neural Networks for Building Thermal Dynamics
 3D Reconstrution with Thermal Imaging
 Ridig Object Dynamics from Videos

Student Projects



Thank You
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